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Abstract. Even expert dermatologists cannot easily diagnose a mela-
noma, because its appearance is often similar to that of a nevus, in par-
ticular in its early stage. For this reason, studies of automated melanoma
discrimination using image analysis have been conducted. However, no
systematic studies exist that offer grounds for the discrimination result
in a readable form. In this paper, we propose an automated melanoma
discrimination system that it is capable of providing not only the discrim-
ination results but also their grounds by means of utilizing a Random
Forest (RF) technique. Our system was constructed based on a total of
1,148 dermoscopy images (168 melanomas and 980 nevi) and uses only
their color features in order to ensure the readability of the grounds for
the discrimination results. By virtue of our efficient feature selection pro-
cedure, our system provides accurate discrimination results (a sensitivity
of 79.8 % and a specificity of 80.7 % with 10-fold cross-validation) under
human-oriented limitations and presents the grounds for the results in
an intelligible format.

1 Introduction

Melanoma is a fatal skin cancer and among the cancer types that very fre-
quently become metastatic. The five-year survival rate of patients diagnosed
with advanced melanoma is reported to be about 7 % [1]. Therefore, early detec-
tion of a melanoma is crucial; however, even experts cannot easily diagnose it,
in particular in its early stage. Dermoscopy [2], a non-invasive skin imaging
technique, and associated diagnosis criteria, such as the ABCD rules [3] and
7-point check list [4], were developed to improve diagnostic accuracy. However,
dermoscopic diagnosis is often subjective and is therefore associated with poor
reproducibility and low accuracy, in particular when performed by inexperienced
dermatologists. Argentiano et al. reported that the accuracy of melanoma diag-
nosis performed by experts using the criteria mentioned above was about 75–84 %
and both the inter-observer and intra-observer diagnosis agreement were large
[5]. If an accurate, easy, and objective diagnosis method could be established,
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it would facilitate early detection of melanomas and reduce melanoma-related
deaths. To address this issue, studies on automated melanoma diagnosis have
been conducted [6,10]. Rubegni et al. [6] trained an artificial neural network
(ANN) using 200 melanomas and 350 nevi and 48 extracted parameters. Their
ANN achieved a sensitivity (SE: melanoma detection accuracy) of 94.3 % and a
specificity (SP: nevus detection accuracy) of 93.8 % on a test dataset consisting
of 17 melanomas and 21 nevi. Celebi et al. [7] developed a support vector machine
classification model using 88 melanomas and 479 nevi. Their system achieved an
SE of 93.3 % and SP of 92.3 % under Monte Carlo cross-validation. In 2004, we
opened our Internet-based melanoma screening system for dermatologists [8,9].
Our current system (http://dermoscopy.k.hosei.ac.jp) comprises approximately
1,500 dermoscopy images and achieved both an SE and SP of 86 % for tumors
in normal body parts [9], and an SE of 91 % and SP 93 % for tumors in acral
volar regions [10] under leave-one-out cross-validation. Our system provides dis-
crimination results as well as a malignancy score. Although several conventional
systems attained a discrimination performance equivalent or superior to that of
expert dermatologists in numeric terms, most of these automated systems used a
limited type of tumor image, the condition of which was good, i.e., the brightness
and color were appropriate and many artifacts, such as hairs, bubbles, and the
border of the scope, were not included. Accordingly, taking the practical use of
these automated systems into consideration, it is considered desirable that the
system can offer the grounds for the discrimination results, i.e., the reason(s)
why the system yields the results, in order to ensure reliability. From this view-
point, previously we proposed a quantification method for each clinical finding
defined in the ABCD rule [3] and 7-point checklist [4], which attained a good
estimation performance [11]. However, this research was conducted based on
only 105 dermoscopy images because of the difficulty in obtaining a reliable gold
standard (15 items for each case; diagnosis by multiple experts was required),
and therefore, further investigations were required in order to attain robust-
ness. In this paper, we propose an automated melanoma discrimination system
utilizing a Random Forest (RF) technique that is capable of providing discrimi-
nation and its associated grounds [12]. RF is a machine-learning algorithm that
aggregates several decision “trees” as weak learners to form a highly accurate
classifier “forest.” The discrimination result of each decision tree is obtained by
following a path from the root node to the leaf node and the majority vote of
the nodes determines the final decision of the RF. In this study, the grounds
for the discrimination results is expressed in the form of the built tree, which
has important image features. So that the grounds for the discrimination results
are readable, the image features used in the RF classifier should be intelligible
and the number of tree layers limited. To achieve this, we have to seek impor-
tant and readable image features for classifying melanomas that attain a certain
classification accuracy under these limitations. In this paper, we also propose an
effective feature selection method for constructing a sophisticated RF classifier.
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2 Random Forests

RF is an accurate classification algorithm that aggregates a multitude of decision
trees as weak learners. Each tree is built based on a limited number of randomly
selected samples and their features, allowing them to overlap. This strategy
results in a lower correlation among each tree and accordingly, the formed “for-
est” is expected to be resistant to over-fitting and is capable of producing an
accurate classification.

In each node in a decision tree, the feature used for dividing data was deter-
mined by means of its entropy. When we assume that data are divided into N
groups at the branch node k, the entropy of the k-th node H(k, p) is expressed as

H(k, p) = −
N∑

i=1

p(Ci|p)logp(Ci|p), (1)

where p(Ci|p) represents the ratio according to which given data are divided into
class Ci(i = 1, 2, ...., N) using feature p. Here, an expected entropy reduction at
the node k is

η(k, p) = H(k, p) −
M(k)∑

j=1

H(kj , p), (2)

where kj(j = 1, 2, ...,M(k)) is the child node of the node k. This amount, η(k, p),
represents the effect of the data partitioning by feature p at the node k. In
the k-th node, the applicable feature p∗(k) is selected from ∀ p such that the
corresponding η(k, p) is a maximum.

p∗(k) = argmax
p

η(k, p). (3)

Note that the applicable number of feature candidates for each node, i.e., the
parameter pool, is suggested to be the square root of that of the all features in
order to ensure independence among the trees [12].

3 Melanoma Discrimination System Capable of Offering
the Grounds

Our proposed system is composed of the following five phases.

– Tumor area extraction
– Calculation of the image features
– Selection of the important features with RF
– Training of RF
– Presentation of the classification results and decision tree.
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The first to the fourth phases are for constructing the RF classifier and the final
phase yields the discrimination results.

In pattern recognition problems, the design and selection of important fea-
tures for recognition constitute one of the most important processes. RF plants
a multitude of highly independent decision trees by sampling the training data
and their features randomly. Here, when the training data contain considerable
noise and/or the correlations among their features are high, the overall per-
formance of the RF is decreased. Accordingly, we also propose a novel feature
selection method using RF, the effectiveness of which we evaluated. The details
are described in the following sections.

3.1 Tumor Area Extraction

The color properties in the peripheral area of a tumor are known to be of particu-
lar importance for classifying melanomas. Therefore, most studies on automated
melanoma classification perform tumor area segmentation as an important pre-
processing step. For this reason, many methods for automated tumor segmenta-
tion from dermoscopy images were proposed [9,12–15]. In this study, we applied
our former method [9], the performance of which was evaluated with several
state-of-the-art methods and confirmed [15]. Because of the space limitation,
please refer to our original article for details.

3.2 Calculation of the Image Features

We designed and used a total of 120 color image features extracted from tumors
in this study based on the consideration of the ABCD rule [3]. We named them
“base-parameters.” We emphasize here that we did not use image features that
we could not easily understand, such as textures, frequency components, or coef-
ficients calculated by known robust features, i.e., SIFT, SURF etc., in order to
attach great importance to the readability of the “grounds” of the discrimina-
tion results. For calculating the base-parameters, we focused on the tumor body
(T )and the periphery of the tumor (P ), and the difference between the tumor
and its surrounding skin (S-T ) and that between the tumor and its periphery
(T -P ). In each part of the tumor, we calculated the mean (μ), minimum (min),
maximum (max), standard deviation (σ), and skewness (skew) values for each
RGB and HSV color channel, i.e., 5×6 = 30 features in each part. Note that the
peripheral part of the tumor was defined as the region inside the tumor’s border
that has an area equal to 30 % of the tumor area as determined by a recursive
dilation process applied to the outer border, working inward from the border of
the extracted tumor [9].

3.3 Selection of the Important Features with RF

In this phase, we determined a set of important features for classifying melanomas,
called “important-parameters,” as a subset of the “base-parameters.” In classifi-
cation or machine learning problems, feature selection is a requisite process for
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achieving robust and reliable systems. For example, the incremental stepwise method
[16] has been widely used because of the theoretical evidence of its effectiveness;
however, it does not always lead to an appropriate solution in the case of non-
linear systems, in particular those including iterative processes. Accordingly, we
propose a new novel feature selection method that uses the mechanism of RF.
First, we trained RF with the base-parameters and calculated the effectiveness
of the parameter p, η(k, p), in each decision tree. Then, we calculated the overall
influence of the parameter p by using

α(p) =
∑

k η(k, p)∑
k

∑
p η(k, p)

. (4)

It should be noted here that
∑

p α(p) = 1 because of its normalized definition.
In this study, we selected the number of decision trees and their depth to be 100
and 10, respectively. We selected features having α(p) equal to or larger than
0.01 as the important-parameters based on our preliminary experiments.

3.4 Training of RF

We trained the RF with the important-parameters. In the k-th node, given data
are divided into two groups by means of the selected parameter p∗(k) and associ-
ated threshold θ∗(k). The threshold θ∗(k) is determined by (1) generating several
random values θ(k) as the candidates of the threshold between the maximum
and minimum value in terms of p∗(k) of the incoming data, (2) calculating the
amount of entropy reduction for each θ(k), and (3) selecting θ∗(k) with the
largest entropy reduction. In addition, it is known that if the training dataset
has a class bias, the performance of the built RF will be also biased. In this study,
we introduced a reverse biased sampling and weighting technique to normalize
the class bias in the training dataset [12].

3.5 Exhibition of the Classification Result and Decision Tree

Melanoma classification is performed using the built RF classifier. Note that the
final decision was made by majority voting of each decision tree. We selected
one decision tree with the highest average of α(p) among all trees yielding the
majority result. The system provided the path from the root node to the leaf
node, i.e., the final discrimination result, as the grounds for the result.

4 Experiment

In this study, we used a total of 1,148 dermoscopy images having an estab-
lished diagnosis (168 melanomas and 980 nevi) from Naples, Graz, and Keio
Universities. We obtained the important-parameters using the method described
above. In order to confirm the effectiveness of our method, in particular its fea-
ture selection process, described in Sect. 3.3, we conducted three comparative
experiments.
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– RF trained with the base-parameters (performance baseline)
– RF trained with parameters selected using the stepwise method
– RF trained with the important-parameters (proposed method).

We used sensitivity and specificity as evaluation criteria and the classification
performance of the RF was evaluated using a 10-fold cross-validation strategy.

5 Results

A total of 24 color features were selected as the important-parameters. Their
top five features are summarized in Table 1. We determined that the number
of decision trees and their depth were 50 and 8, respectively, according to the
preliminary experiments. The final classification results for melanomas are sum-
marized in Table 2. The proposed method (Experiment 3) attained the best
performance values: SE = 79.8 % and SP = 80.7 %. Figure 1 shows an example
of a test dermoscopy image (nevus) and its discrimination path in the built deci-
sion tree. Figure 2 shows its partial enlargement. In a rectangular (non-terminal)
node in the figure, the upper line represents the number of data incoming to the
node and the lower line represents the conditions for data division, i.e., inac-
tion with the image feature p∗(k) and the corresponding threshold θ∗(k)). If the
condition is satisfied, the algorithm follows the left link; otherwise, the right.
The nodes having rounded corners in the lower part of figure represent the final
discrimination result; gray and white indicate malignant (M) and benign (N)
cases, respectively. The upper line indicates the number of data incoming to the
node and the lower indicates those classified in each category. Note here that
this number is compensated by the reciprocal ratio of malignant and benign

Table 1. Selected important-parameters (top 5)

Rank Feature Description α(p) (%)

1 σP
G Standard deviation of green in the periphery 2.3

2 μP
B Average of blue in the periphery 2.2

3 σT
R Standard deviation of red in the tumor 2.0

4 σT−P
V Standard deviation of intensity between the

tumor and its periphery
1.8

5 σT
G Standard deviation of green in the tumor 1.6

Table 2. Comparison of melanoma discrimination performance

Experiments Feature selection No. of features SE (%) SP (%)

Experiment 1 no 120 69.9 70.5

Experiment 2 stepwise [16] 14 70.2 68.8

Experiment 3 RF (proposed) 24 79.8 80.7
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Fig. 1. Discrimination of a nevus with the built decision tree.

Fig. 2. Enlarged view of Fig. 1.

Table 3. Selected important-parameters (top seven)

Rank Feature Description α(p) (%)

1 σT
V Standard deviation of intensity in the

tumor
21.9

2 maxP
B Maximum of blue in the periphery 11.5

3 skewT−P
V Difference of skew in intensity between the

tumor and its periphery
10.7

4 minT
G Minimum of green in the tumor 8.2

5 μT
B Average of blue in the tumor 7.6

6 skewT
V Skew of intensity in the tumor 6.7

7 σT
G Difference of standard deviation in green

between the tumor and its periphery
4.2
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cases, and each tree was trained with 90 % of the training data because of the 10
fold cross-validation strategy. The image features with larger importance α(p)
in Experiment 3 are summarized in Table 3.

6 Discussion

We confirmed that the RF classifier with the proposed feature selection method
(Experiment 3) attained the best classification performance of all the meth-
ods. When the incremental stepwise input selection was applied (Experiment 2),
the classification performance was worse than that of Experiment 1. The incre-
mental stepwise method is designed for selecting appropriate feature sets for
single linear models with a statistical t-test. We considered this one of the best
solutions for a single linear model, but the limited number of features largely
reduced the degree of freedom of the parameter pools and accordingly caused
the performance degradation of RF. RF requires a certain degree of freedom in a
parameter pool; the proposed feature selection method provided this. In Table 3,
it can be seen that the most significant feature was the standard deviation of the
intensity in the tumor body (σT

V ). We consider this represents the polychromism
of the tumor caused by the variation in the depth of melanin from the epider-
mis. This is consistent with the diagnostic criteria used in clinical practice. The
second and the following features represent the blue, intensity, or green (highly
correlated with the intensity) property of the tumor or its periphery. The results
are also considered to show that our proposed feature selection method selected
image features that are important for classifying melanomas appropriately. In
the RF algorithm, test data are inputted to all the built decision trees and in
each tree inputted data items remain sorted by the condition described in each
node until they reach the terminal. The proposed system shows the process of
a typical tree as the grounds for the result. Again, because we attached the
highest importance to building easy-to-read “grounds for the result,” and to
suppressing over-learning, we limited the number of layers of the tree, and the
base-parameters comprise only color features. Because of these human-oriented
limitations, on the one hand, the numerical classification performance of our sys-
tem gave a slight advantage to other state-of-the-art methods that focus on only
the classification performance, while on the other, its performance is compara-
ble to that of expert dermatologists. However, our current system provides the
grounds of the discrimination expressed as a tree with numerical values. We are
currently investigating a method for converting the numerical value to a more
intelligible linguistic expression. We will report the results of this endeavor and
upload this function on our Internet melanoma classification system in the near
feature. However, our method successfully attains a performance comparable to
that of expert dermatologists.

7 Conclusion

In this paper, we proposed an automated melanoma discrimination system capa-
ble of offering both the discrimination results and their grounds by means of
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utilizing a Random Forest (RF) technique. Owing to the introduction of our
feature selection method for RF, our system is capable of providing not only
a good classification performance, but also the grounds for the discrimination
results in an intelligible format.Our system provides the grounds of discrimina-
tion in the tree expressions with numerical values. We are currently investigating
to convert this into more intelligible linguistic expressions, and will incorporate
this functionality into our Internet melanoma classification system in the near
feature.
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